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Abstract

Predictions of the BLYP density functional are compared with wavefunction-based calculations for several structural and
Ž . qdynamical properties of H O H . We focus attention on properties important for proton transfer in this cluster. Good2 3

Ž .agreement between density functional theory DFT calculations and all-electron MP2 results is found for energies,
structures, and vibrational properties of both transition states and stable states. Good agreement between DFT and MP2
results is also observed for the potential experienced by the transferring proton in the transition state region. Structural
predictions of empirical models compare well with the ab initio results. q 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

In order to study the dynamics of proton transfer
in complex systems of chemical and biological inter-
est, it is necessary to adopt approximate methods for
computing the energies and forces involved. Consid-
erable discussion has been devoted recently to the
accuracy of such methods, most notably electron

Ž .density functional theory DFT . The simplest sys-
tem for which proton transfer properties can be
compared, the protonated water dimer, has been

w xstudied thoroughly 1,2 . In its equilibrium state, the
excess proton is shared evenly between the two
water molecules, so that proton transfer does not
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occur naturally as an activated process. A barrier to
transfer in this cluster exists only when the distance
between oxygen nuclei is constrained to values
greater than those observed at equilibrium. The
widely used BLYP density functional significantly
underestimates the heights of such barriers. The ac-
curacy of the BLYP functional for proton transfer
reactions in general is therefore questionable. The
quality of approximate methods is more difficult to
evaluate, however, when they are applied to bulk
systems in which proton transfer occurs naturally.
Geissler et al. have examined a system of intermedi-
ate complexity, the protonated water trimer
Ž . qH O H , using DFT as well as an empirical model2 3
w x4,5 . This cluster is sufficiently complex that proton
transfer is an activated process involving reorganiza-
tion of the cluster as a whole. The system is simple
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enough, however, that its collective motions may be
visualized easily and its energetics may be computed
accurately.

In the present Letter, we examine in detail the
suitability of DFT for studying proton transfer in
Ž . qH O H . Using wavefunction-based methods, we2 3

analyze the equilibrium state and transition states for
this process. Optimized geometries, energetics, and
vibrational properties are presented in Section 2.
Predictions of the BLYP functional are shown to
agree almost quantitatively. We discuss a more strin-
gent test of the dynamics generated by BLYP in
Section 3. Specifically, we determine BLYP and
MP2 forces and energies at a number of configura-
tions along a reactive trajectory computed from
BLYP forces. Small differences in equilibrium bond
distances account for the largest discrepancies, and
overall qualitative agreement is good. Some insight
into the observed agreement between density func-
tional and MP2 theories is gained by studying the
effective potential in which the transferring proton
moves as the system passes through the transition
state. This potential, discussed in Section 4, exhibits
a single minimum, indicating that the activation bar-
rier arises from collective reorganization rather than
bond dissociation. The large errors in bond dissocia-
tion barriers predicted by BLYP in the case of
constrained H Oq are not relevant for proton trans-5 2

fer in this larger cluster.

2. Stable states and transition states

In the minimum energy state of the protonated
water trimer, a well-defined hydronium ion H Oq

3

donates hydrogen bonds to two terminal water
molecules. This asymmetry of oxygen atoms allows
for isomerization processes in which the excess pro-
ton is transferred from one water molecule to an-

Žother. We number the donating and accepting
.molecules 1 and 2, respectively. See Fig. 1. In Refs.

w x4,5 the structures most important for isomerization
were identified by analyzing ensembles of proton
transfer trajectories generated by a simple empi-
rical model and by DFT. In order for proton trans-
fer to occur, it was found, molecule 3 must move
across the cluster and accept a hydrogen bond from

molecule 2. From the transition state configurations
shown in Fig. 1b,c the system may relax with the
excess proton bound to either molecule 1 or molecule
2. In the present work we study these stable state and
transition state structures in detail using different
levels of electronic structure calculation. In each case
we have determined these structures by energy mini-
mization, using either molecular dynamics or conju-
gate gradient optimization. For transition states mini-
mization was performed subject to symmetry con-

w xstraints which characterize the saddle points 5 . We
have confirmed that all identified transition states
possess a single unstable normal mode.

As a benchmark, we have performed wavefunc-
tion-based calculations. Energies and optimized ge-
ometries of the minimum and two transition states
were obtained with second order Møller–Plesset per-

Ž . w xturbation theory MP2 in a TZP basis 6,7 using
w xQ-CHEM 8 . To evaluate the accuracy of this ap-

proach, we computed the activation energies for
these transition states with larger basis sets and a

w xhigher degree of correlation using ACES II 9 .
w xMP2rcc-pVTZrrMP2rTZP 10 and MP2rcc-

w xpVQZrrMP2rTZP 10 results for each stationary
point were used to estimate the complete basis set
Ž . w x ŽCBS limit using standard techniques 11,12 . Here,
MP2rcc-pVTZrrMP2rTZP denotes a MP2rcc-
pVTZ calculation performed with the MP2rTZP

.geometry. The importance of additional correlation
Ž .was incorporated using CCSD T rcc-pVTZrr

MP2rTZP results. Assuming that this additional
w xcorrelation is additive 13,14 , we estimate the

Ž .CCSD T rCBS energies. Because the MP2rTZP
activation energies agree with the estimated

Ž . ŽCCSD T rCBS values to within 0.5 kcalrmol see
.Table 1 , we use the former, simpler method for

subsequent wavefunction-based calculations.
We compare these wavefunction-based results to

predictions of DFT. For all DFT calculations we
w xused CPMD 15 with the gradient-corrected BLYP

w xfunctional 16,17 and Martins–Troullier pseudopo-
w xtentials 18 with a plane-wave cutoff of 70 Ry. A

˚box length of 11.11 A and cluster boundary condi-
w xtions were applied 19 . Optimizations of nuclear

geometries were performed by dynamic annealing in
which momenta were quenched periodically. The
geometries of the energy minimum and relevant
saddle points obtained using DFT agree well with
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Ž . Ž . Ž . Ž .Fig. 1. Potential energy minimum a and saddle points b and c for proton transfer determined using MP2 energies. In the stable state a
a hydronium ion is associated with molecule 1. Water molecules 2 and 3 accept hydrogen bonds from the ion. In order to reach a transition

Ž .state, molecule 3 must move across the cluster and form a hydrogen bond with molecule 2. In b lines originating at atomic centers indicate
the directions and relative magnitudes of atomic motions in the unstable mode.

MP2 results. The resulting MP2 structures are de-
picted in Fig. 1. Bond distances, oxygen ring angles,
and molecular orientations of the transition states
predicted by BLYP all lie within a few percent of the
corresponding MP2 results. The determined stable
states differ only by small rotations of the terminal
water molecules about their hydrogen bonds to the
central hydronium ion.

Remarkably, simple empirical models predict sta-
ble state and transition state geometries that are
similar to those determined by ab initio methods. For
example, the stable state and transition state struc-

w xtures obtained using the Stillinger–David model 20

Ž w x.of polarizable and dissociable water see Ref. 4
agree qualitatively with those in Fig. 1. We have also
analyzed the multi-state empirical valence bond
Ž .MS-EVB model of Schmitt and Voth as applied to
this cluster. In the MS-EVB model a list of diabatic
states must be defined for any given configuration.
To describe the stable states we use three coupled
diabatic states. In each of the three diabatic states, a
different oxygen atom is bound to the excess proton.
For the transition states we use a four state descrip-
tion. Two of these diabatic states describe binding of
the excess proton to molecules 1 and 2. In the two
remaining states, molecule 3 is identified as the
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hydronium ion, so that charge may effectively delo-
calize throughout the cluster. Although this MS-EVB
model was parameterized to reproduce equilibrium

w xproperties of small protonated water clusters 3 , the
Ž . qstructures of transition states in H O H agree2 3

well with MP2 results. Bond lengths and angles
differ by only a few percent.

Activation energies of the two transition states for
proton transfer are given in Table 1. Agreement

Ž .among MP2, CCSD T , and BLYP is excellent for
both barrier heights. These results also agree well

w xwith the recent DFT calculations by Wales 21 . The
simple empirical models described above predict
barrier heights that are several kcalrmol larger.

Ž .The C -symmetric transition state Fig. 1b , in2

which water dipoles at the base of the oxygen trian-
gle are anti-parallel, lies only 0.8 kcalrmol lower in

Ž .energy than the C symmetric structure, Fig. 1c , ins

which the alignment is parallel. Vibrational analysis
Ž .of these saddle point regions discussed below sug-

gests that their entropies are comparable. Conse-
quently, both transition states should contribute to
proton transfer dynamics at room temperature. Using
canonical transition state theory with MP2 energies
and vibrational frequencies, we estimate a branching
ratio of 2 at ambient conditions.

An analysis of the potential energy surface in the
vicinity of these structures provides information re-
garding transition dynamics. By diagonalizing the
mass-weighted Hessian matrix, we have computed
vibrational spectra and eigenmodes of the stable state
and lower- energy transition state. The spectra are

Table 1
Energies D E and D E of the transition states shown in Fig. 1b,c,1 2

respectively, obtained by various methods. Energies are reported
relative to the potential energy minimum. The first two rows show
results of wavefunction-based calculations. The last three rows
show the results of the BLYP density functional, the Stillinger–
David model, and an empirical valence bond model, respectively.

Method D E D E1 2
Ž . Ž .kcalrmol kcalrmol

MP2rTZP 5.8 6.7
Ž .CCSD T rCBS 5.4 6.2

DFTrBLYP 5.7 6.4
Stillinger–David 11.7 14.2
MS-EVB 9.6 10.6

Ž .Fig. 2. Vibrational frequencies v of a the potential energy
Ž .minimum and b the lower energy transition state for BLYP

Ž . Ž .dashed line and MP2 solid line calculations. The frequency of
the unstable mode at the transition state is plotted as the negative
of its magnitude. As in our previous work, we assign a mass of 2
amu to all hydrogen atoms.

plotted in Fig. 2. BLYP results differ most from
Ž y1 .MP2 results ;200 cm for high frequencies

corresponding to O–H stretches. For slower, collec-
tive motions BLYP and MP2 frequencies differ by
less than 70 cmy1. A comparison of vibrational
modes is similarly favorable. The direction of the
unstable mode is depicted in Fig. 1b. It is mainly
comprised of an oxygen ring distortion which de-
stroys the symmetry of water molecules 1 and 2. We
estimate the error in the corresponding BLYP result
through the scalar product of vectors h MP2 and
h BLYP, whose elements are the components of the
normalized modes. For the unstable mode,
h MP2 Ph BLYP s0.99, i.e. the orientations of these
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modes agree within 1%. Differences of only a few
percent are observed for other transition state modes.

3. Trajectory analysis

The agreement between BLYP and MP2 predic-
tions of minima, saddle points, and local curvature of

Ž . qthe H O H potential energy surface suggests that2 3

forces evaluated by DFT may be used to compute
dynamics reliably. As a more demanding test, we
have used MP2 calculations to examine a proton
transfer trajectory generated by BLYP forces. The

w xtrajectory we consider is taken from Ref. 5 . It
begins at the lower-energy transition state and has
initial momenta which excite the unstable mode.
Nuclear positions were advanced from these initial
conditions for 150 fs using Car–Parrinello molecular

w xdynamics 22 . In this time, the cluster relaxes from
the transition state and, at 75 fs, passes near the
potential energy minimum in Fig. 1a. Inertia carries
the system past the minimum, and potential energy
increases as the hydrogen bond between molecule 3
and the newly formed hydronium ion is strained.
Energy profiles along this path are plotted in Fig. 3.
BLYP and MP2 energies and forces deviate as the
hydronium ion is formed around time tf75 fs. The
largest energetic differences, ;2 kcalrmol, can be

Ž .reduced significantly though not fully by relaxing

Ž .Fig. 3. Energy E t of configurations along a BLYP proton
transfer trajectory as a function of time t. The dashed line denotes
BLYP results. The solid line shows energies of these configura-
tions as determined by MP2 theory.

Fig. 4. Force F on oxygen atom 2, projected onto the O –O2 1 2

axis, as a function of time t along the same BLYP trajectory as in
Fig. 3. The dashed line again represents BLYP results, while the
solid line represents MP2 results.

the position of the transferring proton on the MP2
energy surface, while holding all other nuclear de-
grees of freedom fixed. This relaxation process moves

˚the proton less than 0.1 A, suggesting that errors in
configurations along the trajectory are principally
intramolecular and are not large.

Gradients of the potential energy allow an even
more detailed analysis of this trajectory. For a simple
comparison, we have projected nuclear forces onto
the line connecting oxygen atoms 1 and 2, described
by the unit vector r . Motion of the unstable modeˆ12

occurs primarily in the direction of this vector. The
forces experienced by oxygen 2 during the transfer
are the largest in the cluster and are plotted in Fig. 4.
A comparison of these BLYP forces to MP2 gradi-
ents is representative. Qualitative trends over the
course of the trajectory agree well, but significant

˚differences of ;10 kcalrmol A are observed. Re-
laxation of the transferring proton again suggests that
these large discrepancies arise from intramolecular
energetics that are sensitive to small nuclear dis-
placements.

4. Potential of the transferring proton

As a final comparison between density functional
theory and MP2 calculations, we consider the instan-
taneous potential experienced by the transferring pro-
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Fig. 5. Energy as a function of excess proton displacement at the
lower energy transition state. Displacement is performed parallel
to the O –O line. BLYP calculations are shown as circles1 2

connected by a dashed line. MP2 calculations are shown as
squares connected by a solid line.

ton at the transition state. We project the potential
onto a single dimension by measuring the energy
required to displace the proton along the line of
transfer, i.e. parallel to r . This potential is plottedˆ12

as a function of proton displacement in Fig. 5. BLYP
and MP2 results differ only slightly for displace-

˚ments up to 0.25 A. In both cases a single minimum
centered between the donating and accepting water
molecules is observed. The shape of the instanta-
neous potential reflects the mechanism of proton
transfer and has implications for the expected impor-
tance of proton tunneling. From the normal mode
analysis in Section 2, it is clear that the reaction
coordinate is dominated by cluster rearrangement
rather than simple bond dissociation. As this collec-
tive reaction coordinate progresses, the minimum of
the instantaneous proton potential shifts towards the
accepting water molecule, and the proton is trans-

Ž . qferred. In this respect proton transfer in H O H is2 3

quite different from transfer in H Oq with oxygen5 2

centers constrained at separations larger than the
equilibrium value. In the latter system, the constraint
requires that the excess proton cross a barrier due to
bond dissociation in order for proton transfer to
occur. For the protonated water trimer it is instead
the energetics of cluster reorganization, or effective
solvation, that are responsible for the barrier to
proton transfer. Because the coordinate describing

this reorganization has a large associated mass, sig-
nificant kinetic effects due to tunneling are not ex-
pected.
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