Lattice models for protein organization throughout thylakoid membrane stacks
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Proteins in photosynthetic membranes can organize into patterned arrays that span the membrane’s lateral size. Attractions between proteins in different layers of a membrane stack can play a key role in this ordering, as was suggested by microscopy and fluorescence spectroscopy and demonstrated by computer simulations of a coarse-grained model. The architecture of thylakoid membranes, however, also provides opportunities for inter-layer interactions that instead disfavor the high protein densities of ordered arrangements. Here we explore the interplay between these opposing driving forces, and in particular the phase transitions that emerge in the periodic geometry of stacked thylakoid membrane discs. We propose a lattice model that roughly accounts for proteins’ attraction within a layer and across the stromal gap, steric repulsion across the luminal gap, and regulation of protein density by exchange with the stroma lamellae. Mean field analysis and computer simulation reveal rich phase behavior for this simple model, featuring a broken-symmetry striped phase that is disrupted at both high and low extremes of chemical potential. The resulting sensitivity of microscopic protein arrangement to the thylakoid’s mesoscale vertical structure raises intriguing possibilities for regulation of photosynthetic function.
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I. STATEMENT OF SIGNIFICANCE

This work develops the first theoretical model for grana-spanning spatial organization of photosynthetic membrane proteins. Based on the stacked-disc structure of thylakoids in chloroplasts, it focuses on a competition between interactions that dominate in different parts of the granum. Analysis and computer simulations of the model reveal striped patterns of high protein density as a basic consequence of this competition, patterns that acquire long-range order for a broad range of physical conditions. Because natural changes in light and stress conditions can substantially alter the strengths of these competing interactions, we expect that an ordered phase with periodically modulated protein density is thermodynamically stable at or near some physiological conditions.

II. INTRODUCTION

Photosynthetic membranes are dense in proteins that cooperate to execute the complicated chemistry fundamental to light-harvesting and other components of photosynthesis. Membrane functionality depends not only on these proteins, but also supramolecular spatial arrangements thereof. Both the architecture of the membranes and the interactions of the protein components influence protein organization. Both levels of complexity are further influenced by light and physiological conditions.

\textsuperscript{a)}Electronic mail: geissler@berkeley.edu.
In higher plants, photosynthetic membranes are arranged as stacks (called grana) of discs (called thylakoids). Each thylakoid, measuring roughly 300-600 nm in diameter and 10-15 nm thick, is bounded above and below by a lipid bilayer densely populated with photosynthetic proteins. A typical granum is composed of 10-100 thylakoid discs, spaced vertically by 2-4 nm. Grana do not exist in isolation in chloroplasts; rather, they are connected by unstacked membranes called stroma lamellae, which tend to be longer and have different protein composition. See Refs. [1,3] for visual representations of the membrane architecture.

This intricate geometry provides diverse opportunities for association among transmembrane proteins. We focus on interactions and arrangements involving two particular proteins, photosystem II (PSII) and light-harvesting complex II (LHCII), which abound in the central, mostly flat portion of thylakoid discs. “Super-complexes” comprising a handful of these proteins can form with a variety of ratios PSII:LHCII[1,2]. Super-complexes are situated within a single lipid bilayer, but their stability may be influenced by interactions across the gap separating distinct thylakoid discs[8-10]. These interactions appear to be net attractive due to solvent mediation of interactions between polar, protruding domains of LHCII proteins.

Such attractive “stacking” interactions may also drive larger scale organization of these proteins within the plane of the bilayer, forming laterally into extended periodic arrays that have been observed[9,11-14]. Computational work has suggested that these lateral arrays signal a phase transition to a crystalline state that would exhibit truly long-range two-dimensional order in the absence of constraints on protein population and disc size[15,16]. Small changes in protein composition, density, and interaction strength could thus trigger sudden large-scale reorganization. Diminished stacking during state transitions and non-photochemical quenching processes, processes of thylakoid restructuring to shift electronic excitations or to minimize photo-oxidative damage, respectively, may reflect control mechanisms that exploit this sensitivity[17].

Vertical interactions in a stack of thylakoids can also be repulsive in character. Due to narrow spacing between apposed membranes, and the significant protrusion of certain proteins into the region between stacked membranes, steric repulsion is likely to influence spatial organization in some circumstances. PSII in particular extends large domains towards the interior of thylakoid discs (called the lumen), a space that contracts under low light conditions. With sufficient contraction of the lumen, PSII molecules inhabiting a disc’s opposing membranes would be unable to share the same lateral position[9,19,21]. The consequences of such a constraint on protein organization, e.g., its implications for the stability of stacked protein arrays, have not been directly explored in either experiment or simulation. However, the implications of these spatial constraints on the diffusion of molecules in the lumen has been addressed in Refs. [19,20].

Our work addresses the interplay between attractive and repulsive protein-protein forces within grana stacks. To date only one study has attempted to quantify the competition between attractive and repulsive protein-protein forces within grana stacks, and its sensitivity to changing physiological conditions[22]. Different interactions likely prevail in different parts of the stack, due to proteins’ well-defined orientation relative to the lumen. We therefore focus on the possibility of spatially modulated order, patterns of protein density that alternate along the direction of stacking. To date such patterns have not been observed in experiment, but potential impacts of related kinds of granum-scale order on photosynthetic function have recently been discussed[23].

There is empirical evidence for vertically extended order within a stack of membranes, though in a much simpler context. Specifically, synthetic membrane systems, devoid of proteins, have been constructed to examine compositional ordering in an array of phospholipid bilayers with multiple lipid constituents[24,25]. Spatial modulations in lipid composition were observed to align and extend throughout the entire membrane stack, establishing a basic plausibility for the ordered phases discussed in this paper.

In order to examine the basic physical requirements for protein correlations spanning an entire stack of thylakoids, we develop minimal models that account for locally fluctuating
protein populations in a grana-like geometry. As described in Sec. [III] these fluctuations are biased by protein-dependent attractions between discs, and by steric repulsion between proteins that reside in the same disc. The strengths of these interactions are determined by parameters that roughly represent light conditions and protein phosphorylation states. Using methods of Monte Carlo simulation detailed in Sec. [IV] as well as mean field theories presented in Sec. [V] we find that strongly cooperative behavior emerges over a wide range of conditions. As parameter values are changed, the model system can cross phase boundaries where intrinsic symmetries are spontaneously broken or restored. The correspondingly sudden changes in the microscopic arrangement of photosynthetic proteins suggest a mechanism for switching sharply between distinct states of light harvesting activity, as discussed in Sec. [VI]. In Sec. [VII] we conclude.

FIG. 1. Schematic cross-section of a short stack of thylakoids discs. Dark green squares represent LHCII molecules, lighter green domed shapes represent PSII, and yellow-green bands represent lipid bilayers. Each disc (indexed by an integer $z$) comprises two layers (indexed $\alpha = 1$ and $\alpha = 2$). Protein attraction within each layer is assigned an energy scale $J$ in our lattice model. Aligned LHCII in subsequent layers can engage in favorable stacking interactions, which is assigned an energy $\epsilon$ in the model. Protrusion of PSII into the lumen spaces (i.e., the interior of each disc) may lead to steric repulsion between the two layers of each disc. Mediated by thylakoid gap and membrane fluctuations, the effective steric energy scale is denoted $\epsilon'$.

III. MODEL

A. Physical description

Our model of stacked thylakoid discs elaborates the familiar lattice gas model of liquid-vapor phase transitions. We represent the microscopic arrangement of proteins on a cubic lattice, resolving their transiently high number density in some parts of the membrane and low density in others. Proteins’ specific identities and internal structures are not resolved here; in discretizing space at the scale of a protein diameter, we have notionally averaged out such details. Our fluctuating degrees of freedom are thus binary variables $n$ for each lattice site, indicating the local scarcity ($n = 0$) or abundance ($n = 1$) of protein. We refer to the local states $n = 0$ and $n = 1$ as unoccupied and occupied, respectively, although they do not strictly indicate the presence of an individual molecule.

The net protein density in our model membranes may fluctuate according to a chemical potential $\mu$. Such variations generally represent exchange of material with a reservoir. In our case the stroma lamellae – unstacked regions of photosynthetic membrane – could play the
role of reservoir. Alternatively, $\mu$ could be regarded as a tool of mathematical convenience (a Lagrange multiplier) for manipulating the total density in calculations.

Interaction energies are assigned wherever adjacent sites on the lattice are occupied. The sign and strength of such an interaction depends on the locations of the two lattice sites involved, as depicted in Fig. 1. Within a planar layer of the stack (a disc comprises two layers), neighboring occupied sites contribute an attractive energy $-J$, representing lateral forces of protein association. Stacking interactions occur between laterally aligned sites on the facing layers of sequential discs in the granum; each pair of occupied stacked sites contributes an attractive energy $-\epsilon$.

Laterally aligned sites within the same disc are subject to a repulsive energy $\epsilon'$, representing steric forces between transmembrane proteins protruding into the lumen. The harshly repulsive nature of steric interactions suggests that $\epsilon'$ should be very large, effectively enforcing a constraint of volume exclusion. For this reason, we will consider $\epsilon' = \infty$ as a special case. Termed the hard constraint limit, this case offers mathematical simplification as well as transparent connections to a related class of spin models. Smaller values of $\epsilon'$, however, may be more appropriate in situations where steric overlap can be avoided through modest deformation of the membrane layers. Under high light conditions, when thylakoid discs swell in the vertical direction, very slight membrane deformation (or perhaps none at all) could be sufficient to allow simultaneous occupation of laterally aligned sites, corresponding to very small $\epsilon'$.

![FIG. 2. Depictions of a granum state with high protein density. In the left illustration, yellow-green indicates membrane that is not inhabited by protein; small dark circles are LHCII trimers; and oblong green shapes with small circles are PSII-LHCII supercomplexes. The right illustration shows a lattice representation of a similarly dense microstate. Here, yellow-green indicates a local sparsity of proteins, and dark green represents a region that is densely populated by either protein. These colors and shapes are used consistently throughout the paper.](image)

The ground state of this model depends on values of the energetic parameters $\mu$, $\epsilon$, $J$, and $\epsilon'$. Large, positive $\mu$ encourages occupation and thus favors a high average value $\bar{n}$ of the local occupation variable. In the limit $\mu \to +\infty$, a state of complete occupation is thus energetically minimum. At high $\mu$ we generally expect thermodynamic states that are densely populated, as depicted in Fig. 2 Conversely, at very negative values of $\mu$ we expect very sparse equilibrium states, as depicted in Fig. 3.

Equilibrium states at modest $\mu$ are characterized by competition among steric repulsion and the favorable energies of stacking and in-plane association. Large $\epsilon'$ harshly penalizes lattice states that are more than half full – states which must feature simultaneous occupation of laterally aligned sites within the same disc. In order to realize in-plane attraction at half filling, one layer of each thylakoid must be depleted of protein. The stack then comprises a series of sparse and dense layers. Extensive stacking interaction between discs requires a coherent sequence of these layers, yielding ground states that are striped with a period of four layers. This pattern is illustrated in Fig. 4 and quantified by an order parameter $\Delta n$ that compares protein density in the two layers of each thylakoid. More specifically, $\Delta n$ is a linear combination of layer densities, whose coefficients change sign.
with the same periodicity as the stripe pattern described.

Macroscopically ordered stripes of protein density may be an unlikely extreme in real grana. Slow ordering kinetics, imperfect grana architecture, or insufficiently strong interactions could all prevent long-range coherence in practice. The tendency towards ordering for dark to low light conditions can still be of importance, e.g., in the form of transient striping over substantial length scales or a steep decline in the population of vertically adjacent PSII as the transition is approached.

The two layers of each disc are completely equivalent in our model energy function. Stripe patterns, which populate the two layers differently with a persistent periodicity, do not possess this symmetry. Equilibrium states with $Δn ≠ 0$ therefore require a spontaneous symmetry breaking and a macroscopic correlation length, and they must be separated from symmetric states by a phase boundary. The computational and theoretical work reported in the following sections aims to determine what, if any, thermodynamic conditions allow for such symmetry-broken, coherently striped states at equilibrium. Possible physiological consequences of this organization will be discussed in Sec. VI.

B. Mathematical definition

In order to describe quantitatively the energetics and ordering we have described, it is useful to index lattice sites according to (a) the thylakoid disc to which they belong, specified by a vertical coordinate $z$ ranging from 1 to $L_z$, (b) which layer of the disc they inhabit,
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where the primed summation extends over distinct pairs of lateral nearest neighbors. As described above, each occupation variable \( n_{\alpha,i} \) adopts values 1 (occupied) or 0 (unoccupied). The energetic parameters \( \epsilon \) (in-plane attraction), \( J \) (stacking attraction), and \( \epsilon' \) (steric repulsion) are all positive constants. At temperature \( T \), the equilibrium probability distribution of \( \{ n_{\alpha,i} \} \) is proportional to the Boltzmann weight \( e^{-\beta H} \), where \( \beta \equiv 1/k_B T \).

In addition to transparent spatial symmetries, this model possesses a symmetry with respect to inverting occupation variables. Applying the transformation \( \hat{n}_{\alpha,i} = 1 - n_{\alpha,i} \) to all lattice sites generates from any configuration \( \{ n_{\alpha,i} \} \) a dual configuration \( \{ \hat{n}_{\alpha,i} \} \) whose probability is also generally different from the original. As in the lattice gas, a certain choice of parameters renders the Boltzmann weight invariant under this transformation. In our case this statistical invariance occurs when \( -2\mu - 4J - \epsilon + \epsilon' = 0 \), establishing a line of symmetry in parameter space. More usefully for our purposes, the duality establishes pairs of equilibrium states with related thermodynamic properties. Specifically, the states \( (\mu, \epsilon, J, \epsilon', T) \) and \( (\hat{\mu}, \epsilon, J, \epsilon', T) \) have identical statistics of \( \Delta n \) for the choice

Viewing density rather than chemical potential as a control parameter, distributions of \( \Delta n \) are identical in pairs of thermodynamic states \( (\tilde{n}, \epsilon, J, \epsilon', T) \) and \( (\hat{n}, \epsilon, J, \epsilon', T) \) related by \( \tilde{n} = 1 - \hat{n} \); in other words, \( \tilde{n} = 1/2 \) is also a line of symmetry due to duality.

For the phase transitions of interest here, these arguments guarantee that any phase boundary at chemical potential \( \mu \) (or density \( \tilde{n} \)) is mirrored by a dual transition at \( \hat{\mu} \) (or \( \hat{n} \)), for any consistent choice of \( \epsilon, J, \epsilon', \) and \( T \). More physically, any phase change induced by controlling protein density must exhibit reentrance (or else occur exactly at the line of symmetry, which we do not observe).

In simpler terms, imagine an initial equilibrium state with very low protein density and negligible spatial correlation. Increasing protein occupancy towards half filling could (and often does) drive the model system into a striped state with long range order. The inversion symmetry we have described dictates that a further increase in density must eventually destroy striped order. The latter transition may be more easily envisioned as a consequence of loading thylakoid discs beyond half filling – once steric energies have been overcome, the competition underlying striped order becomes imbalanced, and an unmodulated state of high density is thermodynamically optimal. Mathematically, the loss of modulated order at high protein density is simply the dual transition of its appearance.

Like the lattice gas, our thylakoid stack model can be mapped exactly onto a spin model with binary variables \( \sigma = 2n - 1 \) = \( \pm 1 \). Among the expansive set of spin models that have been explored numerically and/or analytically, we are not aware of one that maps precisely onto this variant of the lattice gas. Many, however, share similar ordering motifs and spin
coupling patterns. Alternating attraction and repulsion in Eq. (3) correspond to mixed ferromagnetic and antiferromagnetic couplings in a spin model, e.g., in axial next-nearest neighbor Ising (ANNNI) models, which can also support modulated order. A different class of spin models seems better suited to the hard constraint limit of Eq. (3). For \( \epsilon' = \infty \), each lateral position on a thylakoid disc can adopt three possible states (both layers empty, and one or the other layer filled), two of which are statistically equivalent. The similarity to a three-state Potts model in an external field is more than superficial. Much of the phase behavior we identify echoes what is known for that model in three dimensions, even for finite steric repulsion strengths (\( \epsilon' \)).

The spirit of our approach echoes many previous efforts to understand basic physical mechanisms of collective behavior in membrane systems, from lipid domain formation to correlations among sites pinned by proteins or substrates. By stripping away most molecular details, simplified descriptions of phase transitions, such as spin models and field theories, focus attention on the emergence of dramatic macroscopic response from a few microscopic ingredients. They also greatly reduce the computational cost of sampling pertinent fluctuations, which are simply inaccessible for biomolecular systems near phase boundaries when considered in full atomistic detail. This perspective has even been applied to stacks of membrane layers, but not in a photosynthetic context.

Here we examine equilibrium structure fluctuations of the lattice model defined by Eq. (3), using both computer simulations and approximate analytical theory. We first describe results of Monte Carlo sampling, which confirm the stability of a striped phase over a broad range of temperature and density. We then present mean-field analysis that sheds light on the nature of symmetry breaking and relationships with previously studied models.

IV. METHODS: MONTE CARLO SIMULATIONS

We used standard Monte Carlo methods to explore the phase behavior of our thylakoid lattice model. Specifically, we sampled the grand canonical probability distribution \( e^{-\beta H} \) for a periodically replicated system with \( L_x = L_y = 10 \) and \( L_z = 24 \), over broad ranges of temperature and chemical potential. This geometry can accommodate \( L_z/2 = 12 \) copies of the striped motif in the central simulation cell.

Within mean field approximations presented in the next section, the attractive energy scales \( J \) and \( \epsilon \) are most important in the combination \( 4J + \epsilon \). We therefore define a parameter

\[
K \equiv \frac{4J + \epsilon}{k_B T}
\]

and focus on \( \beta \mu, K, \) and \( \epsilon' \) as essential control variables for this model. The ratio \( J/\epsilon \) can also be varied; but for values of \( J/\epsilon \) that are not extreme, this ratio is not expected to affect qualitative behavior. For simplicity, we limit attention to results exclusively for values of \( J/\epsilon \) very close to \( 1/4 \), for which we have systematically varied \( \beta \mu, K, \) and \( \epsilon' \). A limited set of simulations with \( J/\epsilon = 0.5 \) and 1 support the ratio \( J/\epsilon \) as inessential within the range studied.

These simulations confirm the symmetry-breaking scenario described above, in which the average value \( \langle \Delta n \rangle \) of the striping order parameter can become nonzero in an intermediate range of \( \beta \mu \). In other words, a phase with macroscopically coherent stripes can be thermodynamically stable at intermediate density. We identify and characterize transitions between this striped phase and the “disordered” phase with \( \langle \Delta n \rangle = 0 \) by computing probability distributions \( P(\Delta n) \). Fig. 5 shows corresponding free energy profiles \( F(\Delta n) = -k_B T \ln P(\Delta n) \) determined by umbrella sampling (see SI). For \( 2.6 < K < 6 \), the progression from convexity to bistability of \( F(\Delta n) \) as \( \beta \mu \) increases at fixed \( K \) and \( \epsilon' \) is suggestive of Ising-like symmetry breaking. Quantitative features of \( F(\Delta n) \) support this connection. In particular, near the transition Binder cumulants approach values characteristic of 3-dimensional Ising universality (see SI). For \( K > 6 \) thorough sampling of the equilibrium distribution becomes challenging, as acceptance probabilities decline due to strong interactions and striped domains become highly anisotropic. In the SI we present indirect evidence that the ordering transition becomes discontinuous at \( K \geq 6 \).
FIG. 5. Statistics of the striping order parameter $\Delta n$ at three different thermodynamic states. In all cases Monte Carlo simulations were performed with $\epsilon' = 20 k_B T$, $J = 0.4 k_B T$, $\epsilon = 1.65 k_B T$ (corresponding to $K = 3.25$), $L_z = 24$, and $L_x = L_y = 10$. The free energy relative to thermal energy, $\beta F = -\ln P(\Delta n)$, is shown for $\beta \mu = -1.5$, $\beta \mu = -0.5$, and $\beta \mu = 0.6$. For the highest value of $\beta \mu$, macroscopic bistability indicates a striped state with long-ranged order and broken symmetry. For the lowest value of $\beta \mu$, Gaussian fluctuations in $\Delta n$ typify the sparse disordered state. For the intermediate value of $\beta \mu$, the quartically flat shape of $\beta F$ near $\Delta n = 0$ indicates proximity to a continuous ordering transition.

Over a wide range of interaction strength $K$, loading of proteins into the model thylakoid is thus accompanied by continuous transitions in $\langle \Delta n \rangle$, critical fluctuations, and correspondingly dramatic susceptibility. We locate this transition through the shape of the free energy profile. The striped phase is stable wherever $F(\Delta n)$ possesses global minima away from $\Delta n = 0$. Elsewhere, the thylakoid is macroscopically disordered, though stripe patterns may be prominent on microscopic scales.

Fig. 6 shows the phase diagram in the $(K, \beta \mu)$ plane. An equivalent but more intuitive representation in the plane of $K$ and $\bar{n}$ is given in Fig. 7. Results are included for a broad range of $\epsilon'$ values. In all cases, computed phase boundaries are lines of Ising-like critical points. All boundaries are mirrored across the lines of inversion symmetry of Eq. (4), or $\bar{n} = 1/2$ in the $\bar{n}$ vs. $K$ plane, respectively. As described in Sec. III B, striping transitions at finite $\epsilon'$ are re-entrant as a consequence for all finite steric repulsion strengths $\epsilon'$. Modulated order requires sufficient filling of the lattice but is inevitably destroyed by high density.

The shapes of these phase diagrams clearly reflect the origin of modulated order in an interplay between proteins’ attraction and steric repulsion. The domain of stability of the striped phase is largest where attraction and repulsion are both potent (i.e., $\beta \epsilon'$ and $K$ are both much greater than unity). Small values of either $\beta \epsilon'$ or $K$ greatly compromise this stability, or eliminate it entirely.

V. METHODS: MEAN FIELD THEORY

As with most critical phenomena, the long-ranged correlation of protein density fluctuations implied by these phase transitions greatly hinders accurate analytical treatment. Here we employ the most straightforward of traditional approaches for predicting phase behavior, namely mean field (MF) approximations, to further explore and explain the ordering behavior revealed by Monte Carlo simulations of the thylakoid model. Though quantitatively unreliable in general, mean-field methods provide a simple accounting for the collective consequences of local interactions, and thus a transparent view of phase transitions that result.

Mean field theories generically treat the fluctuations of select degrees of freedom explicitly, regarding all others as a static, averaged environment. We first consider a pair of fluctuating lattice sites in a self-consistent field, whose continuous transitions can be easily inferred. We then analyze an extended subsystem of 12 tagged lattice sites, whose qualitative predictions
align with the simpler treatment. This consistency suggests a robustness of mean-field predictions for the thylakoid model.

A. Two-site clusters

In order to describe modulated order of the striped phase, a subsystem for mean field analysis should include representatives from both layers of a thylakoid disc. Our simplest approximations therefore focus on a pair of tagged occupation variables, \( n_{1,1}^{(1)} \) and \( n_{2,1}^{(1)} \),
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describing density fluctuations at vertically neighboring lattice sites that interact directly through steric repulsion. We will describe mean field analysis for this two-site cluster first in the simplifying case $\epsilon' \to \infty$, i.e., the hard constraint limit. We then consider the more general case of finite repulsion strength.

1. Hard constraint limit

In the limit $\epsilon' \to \infty$, the microstate $n_{1,1}^{(1)} = n_{2,1}^{(1)} = 1$ of our two-site cluster is prohibited. As a result, the mean field free energy $F_{MF}$ can be written very compactly. We construct $F_{MF}$ from (a) the Gibbs entropy associated with probabilities of the cluster’s three allowed microstates and (b) the average energy of interaction with a static environment. In terms of the order parameters $\bar{n}$ and $\Delta n$, we obtain

$$\frac{2\beta F_{MF}}{N} = -2\beta\mu\bar{n} + (\bar{n} + \Delta n) \log(\bar{n} + \Delta n) + (\bar{n} - \Delta n) \log(\bar{n} - \Delta n) + (1 - 2\bar{n}) \log(1 - 2\bar{n}) - K(\bar{n}^2 + \Delta n^2),$$

where $N$ is the total number of lattice sites. Eq. (6) suggests a close relationship between our thylakoid model and the well-studied 3-state Potts model of interacting spins. Applying the Curie-Weiss MF approach to that Potts model yields a free energy of identical form to Eq. (6) for the case of an external field that couples symmetrically to two of the spin states. The MF phase behavior of the two models is therefore isomorphic, involving both first-order and continuous symmetry-breaking transitions. The continuous transitions are qualitatively consistent with results of our Monte Carlo sampling. The discontinuous transitions were not observed in thylakoid model simulations for $K < 6$; evidence for them emerges only for larger values of $K$, where sampling becomes challenging.

Continuous transitions may be identified by expanding Eq. (6) for small $\Delta n$. This expansion indicates a local instability to symmetry-breaking fluctuations that first appears at $\bar{n} = K^{-1}$. A corresponding phase boundary in the $(K,\beta\mu)$ plane can then be found by minimizing $F_{MF}$ with respect to $\bar{n}$, yielding $\beta\mu = -1 - \ln(K - 2)$. This result, plotted as the black curve in Fig. 8, captures the most basic features of our simulation results at large $\beta\epsilon'$. As is typically true, the maximum temperature at which ordering occurs is overestimated by MF theory (i.e., the minimum value of $K$ is underestimated).

For sufficiently large $K$, numerical minimization of $F_{MF}$ reveals transitions that are instead discontinuous, as shown by the red curve in Fig. 8. Here, the disordered state remains locally stable while global minima emerge at nonzero $\Delta n$. The onset of such transitions at $K^\ast = 10/3$ can be determined by careful Taylor expansion of $F_{MF}$ in powers of $\bar{n}$ and $\Delta n$ (see SI). Both of these order parameters suffer discontinuities at the first-order phase boundary. For $K < K^\ast$, no discontinuous transitions are observed; in terms of Fig. 8, the red curve begins at $K^\ast$.

The absence of first-order transitions in computer simulations could signal a failure of this simple mean field theory. Alternatively, such transitions may occur only at temperatures lower than the range examined. This low-temperature regime is challenging to explore with our Monte Carlo sampling methods. Below we will show that discontinuous transitions survive in more sophisticated MF treatments, suggesting they are a real feature of the model that is difficult to access with simulations.

Both simulations and MF theory indicate that the striping transition is not re-entrant in the hard constraint limit. High-density disordered states are prohibited by steric repulsion at $\epsilon' = \infty$. 
FIG. 8. Phase diagram of the thylakoid lattice model determined from mean field theory in the hard constraint limit $\epsilon' = \infty$, shown in the plane of attraction strength and chemical potential. In the white region, Eq. (6) has a single minimum, at $\Delta n = 0$, indicating a lack of striped order. In the shaded region, global minima at nonzero $\Delta n$ indicate symmetry breaking, i.e., striping with long-range coherence. The extremum of $F_{MF}$ at $\Delta n = 0$ changes stability at the black curve, allowing for continuous ordering. At large $K$ this continuous change is preempted by a first-order transition (red curve).

2. Soft steric repulsion

The same basic MF approach can be followed for finite $\epsilon'$. In this case, however, $F_{MF}$ is written most naturally not as a function of $\bar{n}$ and $\Delta n$, but instead in terms of probabilities $p_{n_1n_2}$ for the four possible cluster microstates:

$$\frac{2\beta F_{MF}}{N} = p_{00} \ln p_{00} + p_{10} \ln p_{10} + p_{01} \ln p_{01} + p_{11} \ln p_{11}$$

$$- \frac{K}{2} [(p_{11} + p_{10})^2 + (p_{11} + p_{01})^2]$$

$$+ \beta' p_{11} - \beta \mu (p_{10} + p_{01} + 2p_{11})$$

(7)

Recognizing that $\Delta n = (p_{10} - p_{01})/2$ and $\bar{n} = (p_{10} + p_{01} + 2p_{11})/2$, expansion and minimization of Eq. (7) yields continuous transitions in the $(K, \bar{n})$ plane along

$$\bar{n} = \frac{1}{2} \pm \frac{1}{2K} \sqrt{(K - 2)^2 - 4\delta}$$

(8)

where $\delta = e^{-\beta \epsilon'}$. The two values of $\bar{n}$ for each $K > 2(1 + \sqrt{\delta})$ mark transitions to the low- and high-density disordered phases, reflecting the occupation inversion symmetry discussed in Sec. III B. In the $(K, \beta \mu)$ plane these transitions occur at

$$\beta \mu = \beta' \bar{n} + \ln (K \bar{n} - 1)$$

(9)

where $\bar{n}$ refers to either solution of Eq. (8). Viewed as functions of $K$ at given $\epsilon'$, the two branches of $\beta \mu$ in Eq. (9) have the peculiar feature of crossing at a certain attraction strength $K = K_{cross}(\epsilon')$ (see SI). For $K > K_{cross}$ these solutions violate fundamental stability criteria of thermodynamic equilibrium (see SI) and therefore cannot be global minima of the free energy. Lower-lying minima indeed appear at $K^* < K_{cross}$, preempting the continuous ordering transition before the two solutions cross.

The development of nonzero $\langle \Delta n \rangle$ with increasing density is thus predicted to become discontinuous at sufficiently low temperature, as in the hard constraint case. The onset of this first-order transition,

$$K^* = \frac{10}{3} + \frac{2}{3} \delta + \mathcal{O}(\delta^2),$$

(10)
can be determined by Taylor expansion of $F_{MF}$ in the regime of strong repulsion, i.e., large $\epsilon'$ and small $\delta$. Figs. 9 and 10 show mean field phase diagrams for several values of $\epsilon'$, as determined by numerical minimization of Eq. 7. For this mean field method, it is unnecessary to assume a value for $J/\epsilon$, as the mean field blurs distinctions between vertical and in-plane couplings for sites coupled via $J$ or $\epsilon$. As in the simulation results of Figs. 6 and 7, the data in Figs. 9 and 10 exhibit the symmetry guaranteed by duality. Discontinuous changes in density upon striping imply regions of coexistence in the plane of $K$ and $\bar{n}$. For densities that lie between average values for the ordered and disordered states, both phases are present at equilibrium, as indicated in Fig. 10, separated by an interface.

The domain of stability of the striped phase in mean field theory evolves with $\epsilon'$ in the same basic way observed in Monte Carlo simulations. Relative to simulations, however, mean field results are consistently shifted to lower $K$ (higher $T$), increasingly so as $\epsilon'$ decreases. The discontinuous nature of mean-field transitions at high $K$ is not easily corroborated by simulations, as sampling becomes challenging at high $K$. Limited simulations with very strong interactions suggest that first-order transitions appear between $K = 6$ and $K = 7$, in contrast to the mean field crossover prediction of $3 < K^* < 4$. Consequently, the coexistence regions displayed in Fig. 10 for mean field theory do not appear in simulation for $K < 6$.

### B. Bethe-Peierls approximation

The accuracy of MF theory is generally improved by examining a larger set of fluctuating degrees of freedom. In some cases, considering large clusters can even remove spurious transitions suggested by lower-level calculations. MF treatments of anisotropic Ising models, some of which incorrectly predict discontinuous transitions, are particularly interesting here. Neto et al. have surveyed an array of MF approaches for one such model in two dimensions, which supports modulated order at low temperature. The simplest MF calculations predict a crossover from continuous to discontinuous ordering. The Bethe-Peierls (BP) approximation, a more sophisticated MF approach, captures the strictly continuous ordering observed in computer simulations.

We have performed BP analysis for the thylakoid model (in 3 dimensions), in order to test the robustness of phase behavior predicted by the two-site calculations described above. Here, we enumerate all microstates of a subsystem that includes $n_{1,1}^{(1)}$, $n_{2,1}^{(1)}$, and all
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FIG. 10. Mean-field phase diagram of the thylakoid lattice model at finite $\epsilon'$, shown in the $(K, \bar{n})$ plane. Hatched regions indicate the striped phase, and the coloration corresponds to that of Fig. 6. Shaded but un-hatched regions mark coexistence between striped and disordered phases. Phase boundaries, determined by minimizing Eq. 7, are continuous at small $K$ and discontinuous beyond a value $K^*$ that is well approximated by Eq. 10.

of their remaining nearest neighbors, a total of 12 sites. The additional sites experience effective fields representing interactions that are not explicitly considered. For the specific case $J = \epsilon$, only two of these fields may be distinct, greatly simplifying the self-consistent procedure. We focus exclusively on this case. The calculation and phase diagrams that result are presented in SI.

Like simpler MF approaches, the BP approximation yields several solutions for the effective fields at low temperature. Some of these solutions correspond to continuous ordering transitions, which can also be identified by Taylor expansion of the self-consistent equations. Other solutions describe symmetry-broken states that do not appear continuously, resembling in many respects the first-order transitions predicted by two-site calculations. Demonstrating that these states are thermodynamic ground states would require formulating a free energy for this BP approach, which we have not pursued. Their local stability, however, is clearly preserved in the BP scheme.

The most pronounced difference between BP phase diagrams and those of simpler MF treatments is a shift of phase boundaries to lower temperature (higher $K$). Agreement with Monte Carlo simulations is therefore improved. With this shift, the onset of discontinuous ordering transitions suggested by BP calculations occurs near $K = 6$. This result supports the notion that first-order transitions are a real feature of the thylakoid model, occurring near the temperature range suggested by flat histogram sampling; see SI.

VI. DISCUSSION

The model we have constructed to study vertical arrangement of proteins in grana stacks is sparse in microscopic detail. It does not distinguish among the associating protein species in photosynthetic membranes, nor does it account for shape fluctuations of lipid bilayers in which these proteins reside. But unless these unresolved features generate long-range correlations of their own, they are unlikely to alter the basic ordering scenario we have described. Such details are instead important in setting the parameters of a coarse-grained representation like Eq. 3. The finite size of grana stacks will round off sharp transitions and limit divergences, but natural photosynthetic membranes should be large enough to exhibit micron-scale cooperativity in protein rearrangements.
The biological relevance of these rearrangements depends on the effective physiological values of parameters like $K$, $\epsilon'$, and $\beta\mu$. Inherent weakness of attraction or repulsion, or else extreme values of protein density, could prevent thylakoids from adopting a striped phase. Photosynthetic membranes, however, visit states in the course of normal function that vary widely in protein density and in features that control interaction strength. We therefore expect significant excursions in the parameter space of Figs. 6 and 7. Since ordering transitions in our model require only modest density and interactions not much stronger than thermal energy, we expect proximity to phase boundaries to be likely in natural systems. Biological relevance depends also on the functional consequences of striped order. Photochemical kinetics and thermodynamics are determined by details of microscopic structure that we have made no attempt to represent, in particular, gradients in pH. If those aspects of intramolecular and supermolecular molecular structure are sensitive to local protein density or to the nanoscale spacing between dense regions, then striping transitions could provide a way to switch sharply between distinct functional states.

Given the limited availability of thermodynamic measurements on photosynthetic membranes, making quantitative estimates of the control variables $K$, $\epsilon'$, and $\beta\mu$ for real systems is very challenging. We will focus on the current qualitative knowledge of properties that are conjugate to these parameters, in order to explore which phases could be pertinent to which functional states.

The majority of precise measurements on grana have assessed the density of specific proteins, which is of course conjugate to their chemical potential. For this reason we have presented phase diagrams in terms of both $\beta\mu$ and $n$.

The net attraction strength relative to temperature, $K$, is conjugate to the extent of protein association within each membrane layer and across the stromal gap. Because experiments suggest stacking interactions have an empirically measured, dramatic effect on protein association, we will focus on the extent of stacking as a rough proxy for $K$. Previous computational work suggests that the range of $K$ we have explored is physiologically reasonable. Focusing on lateral protein ordering in a pair of membrane layers, Refs. 8, 46 found that configurations consistent with atomic force microscopy images could be obtained for weak in-plane protein-protein attractions of energy $\leq 2k_B T$ and stacking energy $4k_B T$. Associating the energy scales of that particle model with the energies of our more coarse-grained lattice representation ($\beta J \lesssim 2$ and $\beta\epsilon \approx 4$) suggests values of $K$ in the neighborhood of 5-10.

The strength of steric repulsion, $\epsilon'$, is strongly influenced by thylakoid geometry. For a very narrow lumen and very rigid phospholipid bilayers, PSII molecules on opposite sides of a thylakoid disc are essentially forbidden to occupy the same lateral position, a hard constraint that is mimicked by the limit $\epsilon' = \infty$ of Sec. 4A.1. Greater luminal spacing, together with membrane flexibility, abates or possibly nullifies this repulsion. We therefore regard thylakoid width as a rough readout of $\epsilon'$. Since thylakoid width changes significantly as light conditions change, we also view $\epsilon'$ as a control variable related to light intensity.

In high light conditions, the luminal gap of the thylakoid discs widens. This geometric change should ease steric repulsion, though lumen widening is less substantial at the center of the discs than at their edges. If the light intensity is particularly high, this expansion can be accompanied by the disassembly of PSII-LHCII mega-complexes (and, to a much lesser extent, super-complexes) en route to PSII repair. Although this disassembly is primarily limited to the edges of the thylakoid, we infer an overall decrease in the extent of stacking. And because PSII is subsequently shuttled to the stroma for repair, we also expect a concomitant decrease in protein density. The implied low to modest values of $\beta\mu$, $\epsilon'$, and $K$ suggest that high light scenarios favor the sparse disordered phase of our model.

In low light conditions, thylakoid discs are thinner, and the stromal gaps between them decrease as well, pointing to large values of $\epsilon'$ and $K$. The low-light state thus appears to be the strongest candidate for the striped phase we have described.

During state transitions, a collection of changes causes the balance of electronic excitations to shift from PSII to photosystem I. Among these changes, a diminution of stacking and a shift of LHCII density towards the stroma lamellae are closely related to the
ordering behavior of our thylakoid model. Both result from phosphorylation of some fraction of the LHCII population, which weakens attraction between discs, prompts disassembly of a fraction of PSII-LHCII mega-complexes and super-complexes, and allows LHCII migration towards the thylakoid margins. The corresponding reduction of $\beta\mu$ and $K$ is likely to be highly organism-dependent, since the extent of phosphorylation varies greatly from algae to higher plants. Lacking as well quantitative information about thylakoid thickness, it is especially difficult to correlate state transitions with the phase behavior of our model. In the case of very limited phosphorylation (as in higher plants), the ordered and sparse disordered phases both seem plausible. With extensive phosphorylation (as in algae), substantial reductions in stacking attraction and density make the ordered state unlikely.

The relationship among granum geometry, protein repulsion strength, and long-range stripe order suggests interesting opportunities for manipulating the structure and function of thylakoid membranes in vivo. By adjusting the luminal spacing, mechanical force applied to a stack of discs in the vertical direction (i.e., the direction of stacking) should serve as a handle on the steric interaction energy $\epsilon'$. The phase behavior of our model suggests that smooth changes in force can induce very sharp changes in density, protein patterning, and stack height. Ref. demonstrates a capability to manipulate thylakoids in this way, and could serve as a platform for testing the realism of our lattice model. Complementary changes in attraction strength might be achieved by controlling salt concentration, a strategy used in Ref. to examine the influence of stacking interactions on lateral ordering of proteins in a pair of thylakoid discs.

VII. CONCLUSION

The computer simulations and analysis we have presented establish that ordered stripes of protein density, coherently modulated from the bottom to the top of a granum stack, can arise from a very basic and plausible set of ingredients. Most important is the alternation of attraction and repulsion in the vertical direction, a feature that is strongly suggested by the geometry of thylakoid membranes. Provided the scales of these competing interactions are both substantial, a striped state with long-range order will dominate at moderate density. Under conditions accessible by computer simulation, the striping transition is continuous, with critical scaling equivalent to an Ising model or standard lattice gas. Mean-field analysis suggests that the transition becomes first-order for strong attraction, switching sharply between macroscopic states but lacking the macroscopic fluctuations of a system near criticality.

Simple mechanisms for highly cooperative switching have been proposed and exploited in many biophysical contexts including the lateral arrangement of proteins in photosynthetic membranes. We suggest that vertical ordering in stacks of such membranes can be a complementary mode of collective rearrangement with important functional consequences.

VIII. AUTHOR CONTRIBUTIONS

A.M.R. performed all of the Monte Carlo simulations except the flat histogram sampling, numerical solutions, data analysis, and figure generation, as well as developed all the necessary software. P.L.G. provided guidance in these tasks and performed the flat histogram sampling in the SI. A.M.R. and P.L.G. authored this manuscript.

ACKNOWLEDGMENTS

We acknowledge the financial support of the National Science Foundation GRFP program, the Hellman Foundation, and National Science Foundation grant MCB-1616982. We
thank Anna Schneider for her coarse-grained model of lateral protein organization and its associated code base, which was used to initially explore a model higher plant photosynthetic system. We also greatly appreciate conversations with Helmut Kirchhoff and the groups of Krishna Niyogi and Graham Fleming.

IX. SUPPLEMENTAL INFORMATION

A. Methods: Monte Carlo

1. Simulation specifications

Phase transitions were determined via umbrella sampling, a form of biased MC simulations. The bias added to the Hamiltonian energy was a harmonic potential \( \frac{1}{2}k(\langle \Delta n \rangle - \Delta n_{\text{target}})^2 \) with a spring constant \( k \) of 10,000 \( k_B T \). Simulations were run for (2 to) 3 million MC sweeps, saving \( \Delta n \) and \( \bar{n} \) data every 100 sweeps. The bias targets ranged from \( \Delta n_{\text{target}} = -0.5 \) to \( \Delta n_{\text{target}} = 0.5 \) for a total of 51 distinct \( \Delta n_{\text{target}} \) values. With these data, free energy profiles were constructed via the WHAM method.\(^\text{58}\)

2. Binder cumulants

We computed Binder cumulants for the thylakoid striping transition in order to verify its Ising universality classification. We specifically consider:\(^{59,60}\)

\[
U_4^* = 1 - \frac{\langle (\Delta n)^4 \rangle}{3\langle (\Delta n)^2 \rangle^2}
\]  

(11)

Fig. 11 shows \( U_4^* \) as a function of \( \beta \mu \) for \( K = 5.25 \) and \( \beta \epsilon' = 1 \), over a range that spans the ordering transition. The interval in which the free energy \( F(\Delta n) \) changes convexity is also marked. Values of \( U_4^* \) in this interval lie near that expected for the three-dimensional cubic Ising model universality class.\(^\text{61}\)

Fig. 12 shows analogous results for \( K = 3.5 \) and \( \beta \epsilon' = 20 \).
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FIG. 12. Binder cumulants for $\beta\mu$ at and near transition for $J = 0.45k_BT$, $\epsilon = 1.7k_BT$, and $\epsilon' = 20k_BT$. The horizontal dashed line represents the three-dimensional cubic Ising universality value of 0.465. Vertical lines bracket the range of $\beta\mu$ over which $F(\Delta n)$ changes convexity.

3. Evidence for first-order transitions in simulation

Statistics of the order parameters $\Delta n$ and $\bar{n}$ can be obtained efficiently by routine umbrella sampling only for interaction strengths below $K \approx 6$. In this range we observe only continuous ordering in the thylakoid model. In order to evaluate the mean-field prediction of first-order transitions at high $K$, we employed a flat histogram sampling method analogous to [22]. Adaptive biasing was applied to a variable $p_{11}$ that couples strongly to the high-density transition. Specifically,

$$p_{11} = \frac{2}{L_x L_y L_z} \sum_{z,i} n_{1,i}^z n_{2,i}^z$$

quantifies the instantaneous steric repulsion due to protein occupancy on both sides of a thylakoid disc. These simulations were performed by PLG.

Results of this flat histogram sampling are shown in Fig. IXA 3 for systems with $L_x = L_y = 6$ and $L_z = 12$ at three different high values of $K$, and $\beta\epsilon' = 5.5$. Scaled log probabilities are shown for the global order parameters $\Delta n$, $\bar{n}$, and $p_{11}$ (top panels), and also for their disc-wise analogs (bottom panels), e.g.,

$$\bar{n}^{\text{individual}} = \frac{1}{L_x L_y} \sum_{\alpha,i} n_{\alpha,i}^z,$$

where $z$ could refer to any of the discs. (Because discs are statistically equivalent, we accumulate statistics over all values of $z$.) The index $s$ specifies one of these six order parameters. For each $s$, the corresponding scaling factor $N_s$ is chosen so that the plotted quantities serve as large deviation rate functions: For $\bar{n}$, $N_s = L_x L_y L_z$; for $\Delta n$, $N_s = L_x L_y L_z/2$; and for $p_{11}$, $N_s = L_x L_y L_z/2$. For the disc-wise analogs, $N_s = L_x L_y$ in each case.

For each $K$, we consider a value of $\mu$ that is very close to the high-density phase boundary, namely $\beta\mu = 2.8$ for $K = 5$, $\beta\mu = 2.4$ for $K = 6$, and $\beta\mu = 1.93$ for $K = 7$.

For $K = 5$, computed distributions are consistent with results of umbrella sampling described in the main text. Fluctuations of $\Delta n$ are extremely broad at the transition, and distributions of the remaining order parameters show no exceptional features.

By contrast, for $K = 7$ we observe several features that point towards discontinuous ordering. Distributions of extensive parameters acquire considerable structure, suggesting stiff horizontal domain boundaries that span the lateral dimensions of a disc. In this scenario, appropriate alternation of coexisting striped and doubly occupied discs can yield very
FIG. 13. Log probability distributions for order parameters $\bar{n}$, $\Delta n$, and $p_{11}$ (top row), as well as their disc-wise analogs (bottom row). Fat tails at the ordering transition develop as $K$ is increased (moving from left to right in the figure columns). Clear multiple peaks at large $K$ strongly suggest the macroscopic bimodality underlying discontinuous phase transitions.

low interfacial free energy, favoring a handful of specific order parameter values. This same structure, however, complicates the identification of bistability characteristic of a first-order transition. Such bistability is instead apparent in the disc-wise statistics, which are clearly bimodal.

In the intermediate case $K = 6$, the statistics of these parameters show hints of emerging bistability. At the ordering transition each distribution exhibits fat tails, but none features distinct bimodality. We therefore estimate the onset of discontinuous ordering somewhere in the range $6 < K < 7$.

B. Methods: Mean-field theory

Mean-field phase diagrams were obtained by numerically minimizing the free energy in Eq. (6) or (7) of the main text. We found it most efficient to do so by iterating self-consistent equations that determine local free energy minima. Here we provide these self-consistent equations, which result from differentiating $F_{MF}$, and detail other aspects of our mean-field analysis.

1. Self-consistent equations for the hard constraint limit

The hard constraint MFT average order parameter is

$$\Delta n = \frac{1}{2} \frac{e^{\beta \mu} (e^{K\bar{n}^{(1)}} - e^{K\bar{n}^{(2)}})}{1 + e^{\beta \mu} e^{K\bar{n}^{(1)}} + e^{\beta \mu} e^{K\bar{n}^{(2)}}}$$

where $\bar{n}^{(i)}$ refers to the average density in the $i$th layer. Mutatis mutandis for $\bar{n}^{(2)}$. The average density is

$$\bar{n} = \frac{1}{2} \frac{e^{\beta \mu} (e^{K\bar{n}^{(1)}} + e^{K\bar{n}^{(2)}})}{1 + e^{\beta \mu} e^{K\bar{n}^{(1)}} + e^{\beta \mu} e^{K\bar{n}^{(2)}}}$$
2. Onset of first-order transitions for the hard constraint limit

We identify the onset of discontinuous transitions by posing the question: As the free energy extremum at $\bar{n} = 1/K$ and $\Delta n = 0$ loses local stability, do lower-lying minima of $F_{MF}$ exist? Near the onset we assume that such minima reside at very small $\Delta n$ and at $\bar{n}$ very close to $1/K$; for a given value of $\bar{n}$, these minima $\Delta n^*$ satisfy

$$\Delta n^* = 3\bar{n}^3 \left(K - \frac{1}{\bar{n}}\right)$$

where we have neglected terms of order $\Delta n^4$.

Setting $\bar{n} = 1/K + \eta$, Eq. (14) gives

$$\Delta n^* = \pm \sqrt{\frac{3}{K} \eta} + O(\eta^{3/2})$$

To lowest order in $\eta$, the mean-field free energy $F_{MF}(\bar{n}, \Delta n)$ at the putative satellite minima can then be written

$$\frac{2\beta}{N} F_{MF}\left(1/K + \eta, \pm \sqrt{3/K} \eta\right) = \frac{2\beta}{N} F_{MF}\left(1/K, 0\right) + \left(-3K + \frac{4K}{K-2}\right) \eta^2$$

For $K > 10/3$, this free energy lies below that of the critical state at $\bar{n} = 1/K$ and $\Delta n = 0$. In other words, symmetry breaking occurs discontinuously, before the symmetric state becomes permissive of macroscopic fluctuations.

3. Self-consistent equations for soft steric repulsion

Minimizing the free energy Eq. (7) with respect to $p_{10}$, $p_{01}$, $p_{11}$, and $p_{00} = 1 - (p_{10} + p_{01} + p_{11})$ gives nonlinear expressions for the mean density in alternating layers,

$$n_1 = p_{10} + p_{11} = \frac{1}{q} (ae^{K n_1} + \delta a^2 e^{K(n_1+n_2)}),$$

and

$$n_2 = p_{01} + p_{11} = \frac{1}{q} (ae^{K n_2} + \delta a^2 e^{K(n_1+n_2)}),$$

where $a = e^{\beta \mu}$, $\delta = e^{-\beta \epsilon'}$, and

$$q = 1 + a(e^{K n_1} + e^{K n_2}) + \delta a^2 e^{K(n_1+n_2)}.$$  

Iteration of these expressions converges rapidly to local minima of $F_{MF}$. From these solutions, our primary order parameters are computed simply from $\bar{n} = (n_1 + n_2)/2$, and $\Delta n = (n_1 - n_2)/2$.

4. Continuous transitions for soft steric repulsion

For finite $\epsilon'$, the extremum of $F_{MF}$ at $\Delta n = 0$ becomes locally unstable when

$$\bar{n} = \frac{1}{2} \pm \frac{1}{2K} \sqrt{(K-2)^2 - 4\delta},$$
FIG. 14. Soft constraint model $\beta \mu$ vs. $K$ phase diagram, continuous mean-field transitions according to Eq. (20). Shaded region indicates the striped phase.

defining possible continuous transitions in the $(K, \bar{n})$ plane. Fig. 14 shows both lines of solutions in the $(K, \beta \mu)$ plane, for several values of $\epsilon'$. In each case the two lines cross at an attraction strength $K_{\text{cross}}(\epsilon')$. For $\beta \epsilon' \geq 2$, $K_{\text{cross}}$ lies outside the range of this plot.

Continuous transitions predicted for $K > K_{\text{cross}}$ violate a fundamental thermodynamic requirement of stability. Specifically, the solution with higher density $\bar{n}$ occurs at a lower chemical potential than the low-density solution, implying a negative compressibility. Although these solutions represent local free energy minima, they cannot be global minima. Indeed, numerical minimization of $F_{\text{MF}}$ identifies lower-lying minima in all cases.

5. Self-consistent equations for soft steric repulsion

Minimizing the mean-field free energy for finite $\epsilon'$ yields nonlinear equations for the average layer densities:

$$\langle n_i \rangle = \frac{1}{q} (ae^{K n_i} + \delta a^2 e^{2Kn})$$ (21)

In terms of $n$ and $\Delta n$,

$$n = \frac{1}{2q} \left[ ae^{K n} (e^{K \Delta n} + e^{-K \Delta n}) + 2a^2 e^{2Kn} \delta \right]$$ (22)

$$\Delta n = \frac{1}{2q} \left[ ae^{K n} (e^{K \Delta n} - e^{-K \Delta n}) \right]$$ (23)

where $a = e^{\beta \mu}$, $\delta = e^{-\beta \epsilon'}$, $n = \frac{1}{2} (n_1 + n_2)$, and $\Delta n = \frac{1}{2} (n_1 - n_2)$.

6. Solving self-consistent equations

Iterating the self-consistent equations (22) and (23) converges readily to local extrema of the mean-field free energy. After $10^6$ steps, additional iteration changes values of $n_1$ and $n_2$ by less than $10^{-12}$.

Under many conditions, however, this free energy surface exhibits three or more distinct minima. The end result of iteration thus depends on initial values of $n_1$ and $n_2$. We considered five different $(n_1, n_2)$ pairs, namely (0.6, 0.4), (0.1, 0.1), (0.9, 0.9), (0.9, 0.1),
and (0.2, 0.1). For each set of conditions, we then select the self-consistent solution with lowest free energy.

A resulting value of $|n_1 - n_2|$ greater than $10^{-9}$ was taken to signify thermodynamic stability of the ordered phase.

C. Methods: Bethe-Peierls approximation

1. One-cluster diagram

Our site cluster, depicted in Fig. 15, encompasses two thylakoid discs, so as to capture one instance of the striped motif in the striped phase.

![Diagram]

FIG. 15. Bethe-Peierls cluster schematic. $n_{0X}$ is the central site, and all others are neighboring sites. Dark-colored sites denote sites in a densely populated stripe, and light-colored sites represent sites in a sparsely populated stripe.

2. One-cluster expressions

The cluster Hamiltonian is

$$H = -\mu (n_{0A} + n_{0B}) - J \sum_{i=1}^{4} (n_{0A}n_{iA} + n_{0B}n_{iB})$$

$$- \epsilon (n_{0A}n_{5A} + n_{0B}n_{5B}) + \epsilon' n_{0A}n_{0B}$$

$$- \mu_A \sum_{i=1}^{4} n_{iA} - \mu_B \sum_{i=1}^{4} n_{iB} - \mu'_A n_{5A} - \mu'_B n_{5B}$$

(24)

where $A$ and $B$ denote different stripes.

In a BP ansatz, instead of solving for average densities, one solves for effective fields; these are given by $\mu_A$, $\mu_B$, $\mu'_A$, and $\mu'_B$. There are four fields because sites interfacing with a stripe of the opposite type experience a different field than those surrounded by like sites.

If we take $J = \epsilon$, then $\mu'_k = \mu_k$. With this in mind, we write the partition function. First, below are some important variable assignments:
\[
\begin{align*}
\mu_A &= \bar{\mu} + \Delta \mu, \mu_B = \bar{\mu} - \Delta \mu \\
z &= e^{\beta \mu}, z_A = e^{\beta \mu_A}, z_B = e^{\beta \mu_B} \\
\bar{z} &= e^{\beta \bar{\mu}}, \delta = e^{-\beta \epsilon}, c = e^K
\end{align*}
\]

Taking the standard derivatives of Eq. (25), the average densities are Eqs. (26) and (26). Note that there are two average densities for each stripe, with \( n_{0x} \) as the central sites and the others its neighboring sites.

\[
Q = \sum_{n_{0A}, n_{0B}} z^{n_{0A}+n_{0B}} \delta^{n_{0A}n_{0B}} \left( 1 + z_A e^{K n_{0A}} \right)^5 \left( 1 + z_B e^{K n_{0B}} \right)^5
\]

\[
= \left( 1 + \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 + z \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 + z \left( 1 + \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + c \bar{z} e^{-\beta \Delta \mu} \right)^5 + z^2 \delta \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + c \bar{z} e^{-\beta \Delta \mu} \right)^5
\]

\[
\langle n_{0A} \rangle = \frac{1}{Q} \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 z \left[ \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 + z \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \right]
\]

\[
\langle n_{A} \rangle = \frac{1}{5Q} \frac{\partial Q}{\partial \beta \mu_A} = \frac{z_A}{5Q} \frac{\partial Q}{\partial z_A}
\]

\[
= \frac{\bar{z} e^{\beta \Delta \mu}}{Q} \left\{ \left( 1 + \bar{z} e^{\beta \Delta \mu} \right)^4 \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 + z \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \left( 1 + \bar{z} e^{-\beta \Delta \mu} \right)^5 + z \delta \left( 1 + c \bar{z} e^{\beta \Delta \mu} \right)^5 \right\}
\]

Here we have replaced \( \mu_A \) and \( \mu_B \) with \( \bar{\mu} + \Delta \mu \) and \( \bar{\mu} - \Delta \mu \), as this formulation more intuitively allows one to discuss the fields in terms of an average field and fluctuations from it. The astute reader will notice the factor of 5 in Eq. (27) — this is the number of nearest neighbors in the same lattice \( A \). In general, this number would be 2d–1, where \( d \) is the total dimensionality of the system; other factors in Eq. (27) may change with different \( d \). The difference between \( \langle n_{0A} \rangle \) and \( \langle n_{0B} \rangle \) simply involves replacing \( \mu_A \) with \( \mu_B \) and vice versa; for this reason, \( \langle n_{iB} \rangle \) expressions are not shown here.

Since we have two unknowns, \( \bar{\mu} \) and \( \Delta \mu \), instead of solving one self-consistency expression as for mean field theory, one must solve a system of equations. The system is Eqs. (28) or (29). The system was initialized for both small and large \( \delta \mu \) and for initial \( \mu \), large and small. The tolerance for self-consistency was \( 10^{-12} \), and the maximum number of iterations
was 1 million. The transition was determined by finding $\Delta n$ differences larger than $10^{-9}$ between consecutive $\beta\mu$ values for a given $K$.

$$\langle n_{0A} \rangle = \langle n_A \rangle$$
$$\langle n_{0B} \rangle = \langle n_B \rangle$$

(28)

$$\langle \Delta n_0 \rangle - \langle \Delta n \rangle = 0$$
$$\langle \bar{n}_0 \rangle + \langle \bar{n} \rangle = 0$$

(29)

where $\Delta n_i = \frac{1}{2}(n_A - n_B)$ and $\bar{n}_i = \frac{1}{2}(n_A + n_B)$.

3. Phase diagrams

Here we present Bethe-Peierls phase diagrams, in both the $\beta\mu$ vs. $K$ and $\bar{n}$ vs. $K$ planes. Figs. 16 and 17 show a larger range of $K$ values than we presented for two-site mean field theories. Only at these larger values of $K$ are signs of discontinuous ordering apparent at the BP level of mean field theory.

Continuous BP transitions can be determined by linearizing the self-consistent equations. The resulting equations, which are polynomial in $\bar{\epsilon}$, are amenable to numerical root finding methods. Continuous transitions can also be located by initializing the nonlinear self-consistent iteration appropriately. These continuous transitions, plotted in Figs. 17 and 19 (on different scales), show the same unphysical crossing behavior found with the two-site approach, though this crossing occurs at a larger $K$ value than in the previous approach.

Self-consistent solutions obtained with a different initialization are plotted in Fig. 16 over a wide range of $K$. At small $K$ they coincide with the continuous transitions described above, as emphasized in Fig. 15 which shows only the range of $K$ accessible in simulations. Limited to the domain $1 < K < 6$, this plot is essentially identical to the continuous case Fig. 19. For large $K$, however, this initialization produces different solutions, which do not cross. Instead, these phase boundaries exhibit discontinuous change in both $\Delta n$ and $\bar{n}$, and widen markedly at high $K$. All of these features are consistent with results of two-site MF theory, but they set in at higher $K$. For the range of $\epsilon'$ we have studied, the onset of first-order transitions occurs near $K = 6$, as opposed to the two-site result of $K \approx 10/3$. As per the data of Sec. IX A 3, first-order transitions are observed in simulation between $K = 6$ and $K = 7$, demonstrating that Bethe-Peierls does indeed more accurately estimate the location of discontinuous transitions in this model.

The minimum value of $K$ at which ordering occurs is also shifted upwards in BP theory, to about $K = 2.4$. This prediction compares more favorably with the critical value $K \approx 2.7$ found in simulations than does the two-site prediction $K \approx 2$.

Again, viewed on the same scale as results in the main text, the BP data very strongly resemble the results of two-site mean field theory; see Figs. 18 to 19. Note that these two figures are essentially identical as the discontinuous transitions begin at $K \approx 6$.

D. Two-cluster Bethe-Peierls approximation

As mentioned in the main text, another way to account for alternating couplings in a lattice model using BP is to use two clusters instead of one (see Fig. 20). One cluster corresponds to a sparsely populated stripe, and the other a densely populated stripe. To start, we write the cluster Hamiltonian for cluster $A$: 


FIG. 16. BP $\beta \mu$ vs. $K$ phase diagram, with first-order transitions beginning $K \approx 6$. Shaded region indicates the striped phase. The upper branch was calculated via the inversion symmetry relation Eq. (4) in the main text.

FIG. 17. BP $\beta \mu$ vs. $K$ phase diagram, continuous transitions throughout. Shaded region indicates the striped phase. The upper branch was calculated via the inversion symmetry relation Eq. (4) in the main text.

$$H_A = -\mu n_0 A - \mu_B n_0 B - J n_0 A (n_{1A} + n_{2A} + n_{3A} + n_{4A})$$
$$- \mu_A (n_{1A} + n_{2A} + n_{3A} + n_{4A} + n_{0A'})$$
$$+ \epsilon' n_{0A} n_{0B} - \epsilon n_{0A} n_{0A'}$$  \hspace{1cm} (30)

The cluster Hamiltonian for the $B$ lattice can be obtained similarly. The average densities

FIG. 18. BP $\beta \mu$ vs. $K$ phase diagram, with first-order transitions beginning $K \approx 6$ (not visible here). Shaded region indicates the striped phase. The upper branch was calculated via Eq. (4) in the main text.
Fig. 19. BP $\beta\mu$ vs. $K$ phase diagram, continuous transitions throughout. Shaded region indicates the striped phase. The upper branch was calculated via Eq. (4) in the main text.

Fig. 20. Two-cluster schematic. The top bar represents four layers, with two sets of two-layer stripes. The lower half of the diagram represents the clusters used in the BP approximation, with $n_{0x}$ as the centers of the clusters.

arise in the traditional way, via derivatives of the partition function:

$$
\langle n_{0A} \rangle = \frac{\partial \ln Z_A}{\partial \beta \mu} = \frac{1}{Z_A} e^{\beta \mu} \left(1 + e^{\beta (\bar{\mu} + \Delta \mu + J)}\right)^4 \\
\times \left(1 + e^{\beta (\bar{\mu} - \Delta \mu - \epsilon')}ight) \left(1 + e^{\beta (\bar{\mu} + \Delta \mu + \epsilon)}\right)
$$

(31)

$$
\langle n_{A} \rangle = \frac{1}{5} \frac{\partial \ln Z_A}{\partial \beta \mu_A} \\
= \frac{1}{5Z_A} \left[ 5 \left(1 + e^{\beta (\bar{\mu} + \Delta \mu)}\right)^4 e^{\beta (\bar{\mu} + \Delta \mu)} \left(1 + e^{\beta (\bar{\mu} - \Delta \mu)}\right) + 4 \left(1 + e^{\beta (\bar{\mu} + \Delta \mu + J)}\right)^3 e^{\beta (\bar{\mu} + \Delta \mu + J)} e^{\beta \mu} \left(1 + e^{\beta (\bar{\mu} - \Delta \mu - \epsilon')}\right) \left(1 + e^{\beta (\bar{\mu} + \Delta \mu + \epsilon)}\right)
\right]
$$

(32)

Using these expressions, the same systems of equations (28) or (29) were solved via gradient descent optimization to find continuous transitions. Please note that no first-order transitions were found for this model, and nor did these equations preserve occupation inversion symmetry.
1. Momentum-boosted gradient descent

The system of equations, Eq. (28), was rephrased as a root-finding problem in Eq. (29), such that a gradient descent method could be used to find its roots. Consequently, one can imagine the system of equations as a vector whose components are the equations. Thus, the objective function optimized was the magnitude of this vector – namely, the sum of the squared equations set equal to zero.

A gradient descent approach was used for a number of reasons. Firstly, the ideal initial conditions for this system were unknown, so a method that can handle initial conditions far from the solution was desired; many root-finding and optimization algorithms do not do well when seeded far from the solution. Second, so as to handle potentially multiple solutions for a given set of parameters, we wanted a method that had the ability to find multiple minima – this concern is related to the first, since initial conditions must be given differently so as to explore possible multiple global solutions. Gradient descent is algorithmically simple and has mostly guaranteed convergence, hence it was chosen.

Furthermore, MGD was utilized instead of plain steepest descent as a means of increasing efficiency and preventing traps in local optima. One can write the $x$ component of the update vector at the next step as

$$v_{x,t+1} = \gamma v_{x,t} + s \nabla_x f$$

$$x = x - v_{x,t+1}$$ (33)

where $\gamma$ is the momentum scalar that usually is between 0.9 and 1 and encodes the "memory" of the previous step, and $s$ is the step size for the descent. The step size is on the order of 0.1 to 0.0001 usually. Convergence was determined by how close both the objective function and the gradient were to zero. The gradient of Eq. (29) was approximated using finite differences.

For each system of BP equations, the initial conditions were generated by creating a grid of $(\Delta \mu, \bar{\mu})$ values. Since $\bar{\mu}$ was expected to remain relatively close to $\mu$, a limited number of $\bar{\mu}$ initial guesses were used. For $\Delta \mu$, a grid ranging from -2 to 2 $k_B T$ measured out by a given increment were used; based on preliminary explorations, solutions obeying the constraints of the problem are only found for relatively small $\Delta \mu$ (that is, $\Delta \mu$ within these bounds).
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